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1. PURPOSE

1.1 SCOPE

This report discusses the work performed for the U, S. Army Signal
Research and Development Laboratory under Contract No. DA 36-039-SC-90787

during the period from 1 July 1962 to 30 September 1962.

1.2 QBJECTIVES

The objective of this project is to investigate the techniques and
concepts of information retrieval and to formulate and develop a general
theory of information retrieval., The formalization of this theory is
oriented to the automation of large-capacity information storage and
retrieval systems. This theoretical framework will be the basis for
designing a general purpose stored-program digital computer system to

perform the storage and retrieval functions.

1.3 PROJECT TASKS

The initial phase of this period was spent in defining the frame of
reference, including the limitations and constraints, for this research
activity. During this phase activity was oriented to the possibility of
defining an aspect of equipment design that could be fruitfully exploited.
The difficulty encountered in this approach was the lack of a definitive

theoretical concept to use as a foundation for design criteria.

The second phase was spent in evaluating existing storage and retrieval
systems, primarily to discern the major functional characteristics of these
gystems, As a result, a limited number of basic characteristics, each with

a small number of variations, were isolated. Subsequent activity has been



expended in analyzing the nature of these characteristics in terms of

rudimentary information-store, interrogate-retrieve interrelationships.

In the third phase three tasks were definred, and activity was con-
centrated in these areas:

(a) Formulation of General Principles.
(b) Development of Information-Retrieval Model.
(¢) Development of Functional Elements.

Activity will continue in these tasks, particularly as discussed in

Section L of this report.



2, ABSTRACT

This report discusse; research activity performed in the investigation
of the techniques and concepts of information retrieval, The general
problems of information storage and retrieval are reviewed to establish a
framework for the development of general theoretical principles. A pre-
liminary model is presented as a medium for analyzing the functional char-
acteristics of the storage and retrieval problem, Specific aspects of the
problem--descriptor systems, file structures, and search procedures--are

examined; and several measures of relevance are evaluated.



3. PUBLICATIONS, REPORTS, AND CONFERENCES

3.1

TECHNICAL NOTES

The following internal technical memoranda were issued during this

reporting period:

(a)

(b)

3.2

IEC TECHNICAL NOTE, File No. P-AA-TN-(0033)-N, 16 July 1962;
Recommendations for Research in Information Retrieval, Quentin A.
Darmstadt and Alfred Trachtenberg.

IEC TECHNICAL NOTE, File No. P-AA-TN-(0035)-N, 10 August 1962;
Review of Present Day Information Retrieval Systems, Alfred
Trachtenberg.

REPORTS

The following reports were issued during this reporting period:

(a)

(b)

3.3

MONTHLY LETTER REPORT NO. 1, 1 July 1962 - 31 July 1962, File No.
P-AA-TR-(0006), 3 August 1962; Research in Information Retrieval,
Alfred Trachtenberg.

MONTHLY LETTER REPORT NO. 2, 1 August 1962 - 31 August 1962,
File No. P-AA-TR-(0009), 31 August 1962; Research in Information
Retrieval, Alfred Trachtenberg.

CONFERENCES

The following conferences were held between IEC persornel and the

Signal Corps:

(a)

(b)

5 July 1962--Meeting at IEC. Discussions of objectives and plans
for the research activity were initiated. The formulation of a
method of approach was requested for presentation at the next
meeting.

17 July 1962--Meeting at IEC. The memorandum referenced in
Paragraph 3.1(a) was used as the basis of discussions pertaining
to the scope, development phases, alternative plans, and
recommended direction for the project.



(o)

()

(e)

18 July 1962--Meeting at IEC., Informal discussion of Signal
Corps objectives and goals for research activity.

9 August 1962--Meeting at Fort Monmouth, New Jersey. The memo-
randum referenced in Paragraph 3.1(b) was used as the basis of
discussions pertaining to functional characteristics of informa-
tion retrieval systems. No particular area of activity was
selected for further study.

10 September 1962--Meeting at IEC. Several methods of relating
descriptor systems in a generalized sense were discussed in rela-
tion to the requirements for a file structure. The analysis and
development of a general theory was recommended as the objective
of the project.
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L. FACTUAL DATA
4.1  STATEMENT OF THE PROBLEM

L.1.1 Original Formulation - The technical requirement of the Signal

Corps, as specified in SCL-L355, is for "...a research investigation of
techniques and concepts necessary for the efficient mechanization of
large-capacity information storage and retrieval systems." Among the
future applied objectives suggested as guides for such research are

", ..problems of military significance; i.e., personnel files, intelli-

gence data, ete."

L4.1.2 Alternative Approaches - This statement of the problem leads

to many alternative approaches that any specific research program may
take. Some of the possibilities that arise, and that have been taken in
the past, may be characterized as dichotomies:

(a) System oriented versus specific operation oriented.

{(b) A real system (problem) versus a hypothetical system (problem).
(¢) Hardware emphasis versus software emphasis.

(d) Reduction to canonic forms versus manipulation of canonic forms.

These dichotomies should not be construed as mutually exclusive al.terna-
tives from which one alternative must be chosen in each instance in order
to define the research task. The following discussion explicates some
implications of emphasizing certain approaches to the program and estab-

lishes the validity of de-emphasizing others,

L4.1.2.1 System Oriented versus Specified Operation Oriented -

The need for information retrieval arises whenever an individual has a

question that he believes can be answered by referencing some pool of data;



for the present neither question nor answer is rigorously defined, In

. general, however, the concern of the wser of an information retrieval
o imtem is not with any specific documentation processes but with obtaine
i ing the information required by his question,

!

! .' In this sense most current information retrieval systems--except
for those like Baseball (L) or ACSIMATIC (1l1)--are misnamed, They are
only parts of a larger system containing many implicit operations per-
formed by the user; and these operations are not even formally specified
nor readily specifiable,

A system orientation to research on information retrieval would
focue on the job of providing the answers to certain kinds of questions
about certain kinds of data, Different job contexts (personnel selec-
tion, scientific research, or intelligence analysis) deal with different
kinds of questions and different kinds of raw data organization., As a
consequence, each job generally results in quite different operating sys-

tems if optimumly designed.

A specific-operation orientation to research on information
retrieval might justifiably ignore large aspects of a user's job prob-
lems and concentrate upon improving specific operations used in many
kinds of information retrieval systems-~descriptor assignment, index
organization, or search procedure. Such research might deal with a
spectrum of increasingly sophisticated approaches to specific informa-
tion retrleval procedures., In the ideal case less sophisticated pro-
cedures might be special cases of more inclusive systematic or theoretical
formulations.



There is an important asymmetry to be considered in selecting
between these research orientations, The system orientation is direcied
to the optimum use of the state-of-the-art in doing a particular job. To
the extent that state-of-the-art improvements are important in doing the’
system job, some of the research effort may also be directed to develop-
ing improved retrieval procedures, The procedure oriented approach is
concerned with improvements in the state-of-the-art and need not concern
itself with the specialized problems of any given information retrieval
system. It may be tempting to select the system oriented strategy in the
hope that unusual success may lead to state-of-the-art improvements; but

even if no breakthroughs occur, at least a usable system will result,

4L.1.2,2 Real versus Hypothetical Problem - The problems for

research may be to design a system for a specific user possessing certain
operational requirements or to develop a procedure for a specific exist-
ing information retrieval system. These alternatives are instances of

the system oriented or specific procedure oriented approaches to a real
problem, respectively. In contrast, work may proceed on the development
of a hypothetical system or the refinement ¢: a procedure without reference

to a real system.

Tris dichotomy has been stated independently of the system versus
procedure alternative. In practice, nowever, it is more prudent to adopt
a procedure oriented research strategy in thc absence of specific user
requirements. If there are no user requirements, then, in order to main-
tain an artificial system orientation, erersy must be diverted to the

detailed specification of hypothetical system requirements that are



virtually certain never to coincide with any specific real job,

4,1,2.3 Hardware versus Software Emphasis - This distinction is

generally familiar and requires no further definition. It is not inde-
pendent of the preceding dichotomies. To the extent that research pertains
to a real system, it is impossible to avoid detailed hardware considerations,
To the extent that a more theoretical, procedure oriented study is being
undertsken, hardware may become a secondary consideration for future devel-
opment, However, procedure oriented research in regard to specific hard-

ware may also be meaningful.

L.1.2.4L Reduction to Canonic Forms versus Manipulation of

Canonic Forms ~ In any existing automated information retrieval system
either data or question inputs (and, except for Baseball, both question
and data inputs) must be highly restricted in canonic form or format, The
selection of convenient canonic forms or formats for specific jJobs requires

creative system analysis and a system orientation., There are information

retrieval system research and development programs such as the ACSIMATIC
intelligence system or the Western Reserve Library system (9) whose major
value (or shortcoming) is based upon the specification of a new informa-
tion format for a specific job, Similarly there are procedure oriented
studies focusing elther upon the efficient manipulation of a specific
ocanonic form--e.g., the multi-list processing techniques of Prywes, Gray,
et al (2,3) for manipulating data in attribute-value form--or upon the
automatic reduction of ordinary discourse to canonic form for automatic
information retrieval--the only example of this case is Baseball.

10



Lk.1.3 Alternatives Selected - The original IEC position was relatively

open with regard to these alternatives., It was assumed, however, that
specific user requirements related to an eventual application of the pres-
ent research might be available, Then a major aspect of a sophisticated
automated system would involve the automated reduction of both questions
and data to canonic form; this .ype of system would, therefore, require
linguistic analysis, Both of these orientations have been de-emphasized
in the discussions of project objectives, The only alternative among the
dichotomies that has been clearly rejected, however, is work on a "real"
system. While hardware considerations may thus remain secondary, at least
during the early stages of the present program, it is desirable not to
restrict the project orientation to any specific retrieval procedures at
this time. Even on the question of reduction to canonical form, the only
area that has been eliminated from consideration is extensive work on
linguistic analysis rather than on more general problems such as methods

of descriptor assignment.

L.1.4 Refined Statement of the Problem - The problem as presently

conceived is to develop & general theory of information retrieval whose
primary goal is its use as a system tool rfor the optimum design of spe-
cific information retrieval systems in the futwe. In terms of the
dichotomies, the orientation is more to procedures rather than systems,
to the hypothetical rather than the real, and to software rather than
bardware, To the extent that language analysis is de-emphasized, the
orientation is to the selection and manipulation of canonic forms rather

than to the automatic conversion of ordinary discourse to canonic forms,

11



In no case, however, has an extreme pole of the dichotomies been selected,
Thus, the orientation is clearly to a theory of systems that can be applied
to the design of specific job oriented systems in their entirety rather
than to a specific procedure(s) that may be valuable; to dealing with
real contexts that may be of future interest to the Signal Corps, wherever
possible, rather than necessarily limiting the study to abstract formalism;
to the consideration of optimum hardware once software at the level of
algorithm rather than machine code has been specified; and to the prob-
lem of conversion to canonic form when linguistic complexity is not the

critical problem,

The following sections describe two aspects of the approach to this
general problem, One is the formulation of a general model of the infor-
mation retrieval process, The other is the selection of specific problems
of procedure and technique; <the only example thus far is the protlem of
relevance and its measurement, It is expected that the information retrieval
model will provide a framework both for understanding the critical features
of information retrieval systems of different levels of sophistication and
for isolating critical areas of information retrieval procedures and tech-

niques to focus upon for further developments.

4.2  SYSTEM MODELS

h.2.1 General - The name Information Retrieval System has been

applied to a large number of systems of varying purpose and capability,
from personnel file and literature search systems to systems that retrieve
specific bits of information upon request. Outwardly, these systems seem
to operate on different principles; bdbut if a genersl information retrieval

12



theory is possible, it must be able to show the basic similarities of
these systems, It is necessary, then, to examine the operation of each
type of system in order to develop a model that would be valid for all

systems,

Intuitively, the literature search problem with descriptor associa-
tion is a form of content retrieval or an intermediate step toward it.
At least theoretically, the process is continuous in the sense that com-
plete content retrieval is a limiting case of document retrievsl, In
the following paragraphs this intuitive argument is developed more rigor-

ously within the framework of a general retrieval model,

Lh,2.2 Formilation of General Retrieval Model - The basis of the

classic literature search problem is: a collection of documents exists,
and a researcher desires to select from this collection a document or
documents that are pertinent to his interests. The usual approach to
this problem has been an attempt to describe the stored documents by a
small number of words or symbols and then to search through these words
or symbols until some match has been obtained with a description of the

area of interest. This process is illustrated in Figure 1.

Documents, I, are entered into the system and analyzed. On the basis
of this analysis descriptors (i.e., terms identifying the nature of the
document, i) are assigned, including a unique identifying number or
address. This analysis and descriptor assignment has traditionally been
performed by human beings, although methods for automatic descriptor

assignment have been proposed (6,7).

13



1 Q
(Document) ' (Question)
D E
(Descriptor (Descriptor

Assigner) Assigner) |
P
i | Descripior | q
- File and - "
(Descriptors) Processor (Deseriptors)
a
(Aduress )
D—l
a
I+ a ~» Item Store
(Document + Address) (Documents
and
Addresses)

i

(Response or Answver)

FIGURE 1. Model of Literature Search Systen

After the descriptors have been assipned, docurents are placed in the
item store in 2ccordance with their assigned address. "he complete set
of descriptors is deposited in the descriptor file in accordance with the
organization of the particular file. In the case of a library the descriptor
file is the card catalogue, and the item store is simply the shelves on

which the documents are stored.

A request for literature is translated into a set of descriptors

1
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comparable to those that exist in the descriptor file., These descriptors
are then matched against the descriptors in the descriptor file; when
close enough matches have occurred, the addresses assoclated with these

matches are noted and used to locate the desired items,

This process may be written in symbolic form in terms of tbe symbols
in FMgure 1 (or Figure 2):
(a) Documents are described:
i = D(I) (L-1)

where i is a set of descriptors; I, a document; and D, a
transformation algorithm,

(b) Questioﬂé are posed:
q = EQ) (L-2)

where q is a set of descriptors; Q, a question; and E, a
transformation algorithm.

(¢) Question and document descriptors are matched:
a = P(q,5,) (L-3)

where a is a set of unique addresses, which may be called an
additional set of descriptors; Si is the set of all descriptors
in the descriptor file; and P is a transformation algorithm,

(d) The desired documents are located:
R = ]J;l( a) (L)

where D;I is the inverse of the address assigning transformation
algorithm., This function might also be written more generally
as R = D'l(a); for D_ is part of D (see Equation L-5).

An inherent difficulty of existing literature search systems is that

the response may include superfluous information. Now, let content

15



rotrieval be defined as the process for obtaining specific informatien,
acocompanied by little or no superfluous information, in rupon;o to a

query. If Figure 1 is then restructured as shown in Figure 2, it is clear
that this primitive model is valid for literature search and such lesser

| !
D E

' i P

g | P e

|

: r (Response)

t

|

» D"l

R
FIGURE 2. Model of General Retrieval System

retrieval systems as personnel files, But, more important, it is also
valid for a gensral content retrieval system. This general retrieval
model accepts input data, transforms the data into a convenient pre-
established form, stores the data, and then selects responses from the
data on the basis of questions or requests,

L.2.3 Analysie of the Model - It is now necessary to examine each

functional section of the model represented by Figure 2 in order to ana-
lyze their differences and to determine the requirements for particular
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types of systems.

4.2.3.1 The D Transform - For the literature search system, the .
D trensforn can be thought of as having two parts, D, and D,. Symbolioally,

this form of the transform becomes:

D=1D a4 + Da (4=5)
The first part, D, can be viewed as a mapping of a docume... anto a set
of cynbois that represent the content of the document. A unique transe
formatinn Dd is generally not obtainahle; this transformation varies with
such intangibles as the analytic viewpoint and the mumber of descriptors
assigned to a document. In the context of the literature search system .
the most that can be said of the transformation Dd is tht, if the content
descriptors id are processed by the processor p and the inverse transform
D™}, at least the original document will be obtained; however, many more
documents, representing superfluous information, might also be obtained,
Synbolically, this problem is written as: | |

-l '
DDy ¢1 (4-6)
On the other hand, the assignment of the address descriptor, D‘, is a

wique transformation; it uniquely identifies a particular document,
Symbolically:

DDl .
aa

1 (b=7)
Thus for the whole transformation D:

21 (1-8)
Descriptors are a restricted standard language. Documents and

queries are transformed into this standard languags, perhaps associated

17



with other standard terms, and then dooument identifiers are retrieved
frem the file. However, the mmber of desoriptors snd their richness
oould be gradually expanded by specifying them as actions, relations,
results, means, or locations. At the same tims, the constantly expanding
desoripior language could be applied to sections of documents, then sub-
sectioms, then paregraphs. A system can be postulated in which the desorip-
tor langusge becomes as rich as the dooument or query itself-.is in faot
identisal with the dooument or query--and in which the desoripter language
applies to wnits of information as small as sentences and phrases.

If the length of the desoriptor list for esch dooument is extended,
& point will eventually be resched when each document is uniquely desoribed;
1.e., 1% would be pessible, on the basis of & given set of descriptors, to
select & particular doowr i from the dooument store. At this point,
DOl = 1; than D, becomes redwndant and can be eliminated, The poimt
mmtmhmmch-dmn.ispossmqtoswp-mmﬂ
MthMMﬁﬁm(mpW)mdmlurorm
recreation from these transformations. When the desoriptor 1ist is extended,
these descripters and an appropriate set of rules can recreate the desired
document within oertain limits. It may not be possible to obtain & word
for word copy of the original, but the results will duplicate the meaming
of the original, ;

Symbolically, this optismum system is represented by a slight
modification to Equation 4-8:

wlia (4=9)

18
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. This funetion means that, given a document I and the trensiormation
algoritim D, a set of descriptors i can be obtained, Further transforme
.ing this set i by the inverse transformation 0™} does not yield I exaotly,
but it does yield a document I' that is close to I. GSince 1 is a resultant

of the transformation D(I)=-see Equation L-1l, then:

I = n'l(i) D'l[D(I)] (=10} -

where I' £ I, But the kind of transformdtion algorithm necessary for
this system is the same as that necessary lor content retrieval; any

difference may be in the format or rules of the transformation.

It may .,e possible to transform a document for content retrieval
into a format 1".hat is more compact and convenient thah a list of deacr;l.p-
tors, For content retrieval, each sentence would be transformed into a

" unique description that could readily be re-transformed into a close
approximation of the original.

b.2.3.2 gﬁe‘fwg‘y_@«sg‘_gm - The major tasl: of the P transfomm is

to select §ets of descriptors that have been stored in the system on the
" basis of their relationship to the request ucscriptors., Symbolically,

r « P(q,8,) (k-12)

vhere r is the untransformed response. This transform éan be viewed as
having two parts; a storage function that stores and relates all the
incovd.ngude‘acriptors and & selector function that matches the query
descriptors, q, to the set stored descriptors, Si'

For the literature search problem the selection process has

criteria, among others, that should be noted:

19



(a) To maximise the amount of relevant information obtained.
(b) To minimize the number of irrelevant or erronsous answers.

For the content retrieval problem these oriteria reduce to that of finding
an acceptable answer to a query.

Thus, it is important for the trcnﬁtémtion process P to be
able to obtain or measure the degree of relevance of one set of informa-
tion to another. These relationship indications are especially important
for retrieval systems used for relatively uncategorized data in which many
different descriptions of the same content might be possible--a condition
that leads to difficulties in matching request and data descriptors. Ome
wey to indicate relationships among data is the kind of logical structure
used to store information. The actual structure, however, may not be able
to indiocate the strength of these relationships; i.e., the degree of
Worclmnmuu. It may be necessary to provide a metric
for the structure to determine the strengths of these relationships and
to provide further indications of relevance, such as probabilistic measures,
that may be incorporated into the storage structure. The selector function
of P would use these relationships and their metrics as the basis of its
selection algorithms., P may then be viewed as a combination memory,

associational net, and selection mechanism,

In a literature search system the i and q would generally be
d”cr.tptor lists, and P would stors relationships between these descripe
tors. The output, r, of the transformation would be the identifying
descriptors, usually addresses, of the relevant doouments,

For a oontent retrieval system the 1 and q would have a more

20
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complex format, but P would still be required to relate the various data
elements to each other, The output, r, would be in the same format, as
the i,

4.2.3.3 The E Transform - The E transform that transforms

requests or queries into descriptor language is basically the same as
the D transform., The major difference that might exist would be that
of format; for the P transform might require a format for the trans-
formed documents or input data. No address indication would be included
in the transformed query, but the same kind of information would be
indicated in the transformed query as in the transformed document, In
other words, the same kind or similar language would be used for the

transformed documents, i., and the transformed queries, q. Symbolically,

d’
these relations are:
E ~ D 4 (for literature search)
(L-12)
E ~ D (for content retrieval)

The nature of these transforms is such that there is no loss of information

in shifting from the i, format to the q format and back; i.e,.:

d
a = 6(1,) = o[ (q)] (4-13)

where G is the appropriate one-to-one transformation. In most cases

G =1, for q and 1 are expressed in the same format,

L.2.3.4, The D"} Transform - For the literature search the D™t

transform is usually concerned with the addresses of documents. On the
basis of these addresses the algorithm locates the documents in a ﬁ:].e.

The important part of this transform for the literature search is D;l,

21



which is an ever increasing file, If the system is a content retrieval
system, then DX 15 not a file but a set of rules, comparable to D, for
transforming the descriptor set, r, into the response, R,

L.2,1 Summary of the General Retrieval Model - The general informa-
tion retrieval model can be summarised symbolically as follows. Given a

set of doouments or file items, SI, in a retrieval system, T, & query Q

produces a response R:

R T[Q,SI ] (L-1k)
Soms of the intermediate transformations that occur in this system can
be written as: o

i =D(I) (the descriptor assigning process)

q = E(Q) (the query transformation)

re P[q,si] (the selection process)

where D, E, and P are transformation algoritims; i, q, and r are input,
query, and response descriptors; and Si is the set of stored descriptors.

Then:

R 02{r[as,]} (as)
In terms of the original varlables Q and I:

R = D-l{ JECKRSY } : (L-16)

4.2.5 Specific Aspects of Retrieval Problem - Information retrieval

systems, whet‘ber actual or theoretical, are composed of many elements.
The general retrieval model highlighted three basic elements that sny

22 / /37:
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usable information retrieval system must have:
(a) Descriptors or terms and their relationships.

(b) Mles of data and/or terms or descriptors with an organisation
or structure,

(¢) Procedures for searching files and locating data or terms.
Investigations into the problems associated with each of these areas are
disoussed briefly in the following paragraphs.

h.2.5.1 Desoriptor Systems - Descriptors are introduced into

information retrieval systems in order to reduce the language recogni-
tion and transformation requirements and to reduce the complexity of the
data structures or content relationships. In short, descriptors repre-
sent an artificlally restricted standard language to increase the con-
venience of handling requests, oconstructing and organizing the oomputer

files, and searching for answers.

One of the major problems in constructing a descriptor system is
the proper selection of the descriptors that are class names for synonyms
80 as to maximize retrieval of relevant information and minimize noise,
the retrieval of irrelevant data. The descriptors must be words in com~
mon use, &s unambiguous as possible, and sufficiently num rous to delin-
eate relatively fine distinctions. Obviously, the more documents filed
under a given descriptor, the larger the noise is likely to be.

To increase the mumber of relevant documents retrieved in
response to a given request, descriptors for the réquast can be weightad.
These weights can be assigned according to the relevance and the impor-
tance of the particular descriptor under consideration. The system ocan
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then produce responses ordered according to weights assigned descriptors

or responses greater than a fixed weight of relevance and importance.

Another scheme for reducing irrelevance in responses is to assign desorip-

tors to each section of documents added to the file. This method, of

course, increases the degree of content retrieval,

Increasing the flexibility of descriptors by introducing rols

indicators or specifying terms as actions, relations, results, means,

purposes, or locations is a further step toward content retrieval in

the sense that it is the beginning of syntactical and semantic specifi-

cation of request terms,

Some of the questions that must be anmred before designing a

descriptor system are:

(a)
(v)
()
(a)
(e)

(£)

What descriptive terms are likely to be needed?

How specific will the requests be?

Will both specific and generic queries be made?

Is the same information relevant to specific and generic queries?

Is the correlation of the chosen descriptors sufficiently
selective?

If not, to what extent are interlocking, interfixing, and spe-
cifying of syntactic and semantic relations necessary and
helpful?

4.2.5.2 Organisation and Structure of Files - If information

retrieval is viewed generally, it can be defined as locating and present-

ing a specific informative and acourate answer or piece of information

in response to a specific question, Accomplishing this function requires
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a classification scheme that groups larger units of related informationj
6.g., documents or sections of documents. Descriptors are assigned to
units of information., The file conasists of the system of descriptors
and of information units ordered in some fashion to indicate the rela-
tions between descriptors and information., Generally, a descriptor is
associated with many units of information and a unit of information may
be described by several descriptors. In addition, the file structure

must provide for relations among information units and among descriptors.

One of the best known systems that can be used to relate descripw
tors is the hierarchical classification or tree structure originally
developed for biological classification. This type of structure forms a
Boolean algebra under the relation of class inclusion. This type of
model is appropriate only for a limited field of information in which a
class is immediately subordinate to only one other class., This restric-
tion requires a breakdown into small units of information, which means
that the descriptor file would be composed of a large number of hier-
archies of class inclusion., (The multilist system is a device for cir-
cumventing the limitations of ordinary list rocessing or hierarchies by
allowing for relations among branches.)

For information fields of some diversity, the relations among
descriptors usually form complicated networks to which the tree theory is
not directly applicable, A general model of a complicated descriptor
network is represented by means of a complemented modular lattice. This
model is of sufficient generality to cover a wide variety of situations,

Most elements are multiply connected rather than singly connected as in a
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tres. The lattice model is referred to as a weak hierarchy--an element
may have more than one predecessor., The tree is a strong hierarchy--an
element has only one predecessor. The principal problem with the lattice
model is that the number of nodes in the network quickly reaghea into the
millions if all relations between descriptors are represented. Conse-
quently, the problem becomes one of effectively limiting the number of

relations represented among descriptors.

The descriptor file associates descriptors with informstion
units or items of data, These associations can be represented by a matrix
of ones and zeros, where descriptors may be ordered as rows and informa-
tion units as colums. A one indicates a relation; & sero, none, ¥or a
rich information store, this matrix will be large and most of its slements
will be seros, It is, therefore, an uneconomical representation. The
matrix can be compressed by listing rows or columns (descriptors or data)
and related items only for each entry, Of course, access to the file is
much simpler for descriptor entry. Search time for these types of files
can be reduced by using multiple entry of terms or by an ordered arrange-
ment of both descriptors and data., Generic relations among terms can be
shown by direct cross references, carried with each descriptor, or by a
code of hierarchical class numbers showing the generic structure of the

terms,

k,2.5.3 Search Procedures - In a retrieval system based upon

descriptors there are two requirements for effective search, The first
is the transformation of the request into the standard search terms., The
second is the particular strategy or methodology for searching the descriptor
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file effectively and fruitfully.

Transforming a request into standard descriptor terms is basically
a form of translation from a rich language into a summary language or the
matching of two sets of terms, one large, the other smaller, In order to
sccomplish this transformation, the meaning and relations between terms of
the two sets or languages must be understood. Aid may be provided in the
form of a dictionary or glossary of subject matter. The knowledge required
to transform requests into descriptors is most simply provided to a com-
puter by furnishing it with a thesaurus. Any more sophisticated means
would involve a considerable capability for linguistic transformation on
the part of the computer.,

The formulation of a query and its transformation into a limited
set of descriptors often does not provide sufficient information and
direction to obtain exhaustive information concerning a subject that may
exist in the data file, Effective search procedures are closely related
to the way in which the descriptor file is structured and what sort of
relations are indicated there. The most cormmon method of searching is the
conjunctive search, which retrieves only that information related to or
encompassed by all the request descriptors in conjunction, There is a
real need for investigating search procedures in terms of logical sums,
differences, complements, and more complicated combinations of these funo-
tions as well as weighted logical functions in terms of set densities.

4.3  MEASURES OF RELEVANCE

4.3.1 General - The formulation of a query and its transformation
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into a limited set of descriptors often does not provide sufficient
information and direction to obtain exhsustive information concerning

a subject that may exist in the data file, Effective search procedures
are closely related to the way in which the descriptor file is structured
and to the sort of relations indicated by the structure. An effective

. information retrieval system rmust have the automated capability to asso-
ciate other descriptors in the system, which are applicable or relevant
to the topic in some degree, with those derived directly from the request.
Several ways of determining the degree of dependence or relevance among
descriptors have been suggested. Since this prohlem is a key aspect of
information retrieval, some of the schemes for measuring the association
or ths relevance of terms are outlined and discussed briefly in the fol‘l.pw-
ing parsgraphs, These schemss are also reduced to a common system of
notation to facilitate comparison.

4e3.2 Method 1 ~ This method is based upon the work of Fairthorne (1).
Consider a set of iteme that has been completely classified or categorised
under subjeot headings; that is, each item has been assigned to one or
more oategories, These items form a Boolean algebra in which ﬁu double
complement law is valid, That is, the set of items that are not not-A's
is identical with the set of all items that are A's, where A is a cate-
gory., In a dynamic system, there will generally be items that have not
been so classified, but knowledge of their existence would be helpful to
the user. These items may not have been classified for several reasons:

their proper classification iz doubtful or unknown; they are not acces-
sible; or, perhaps, there has been insufficient time to categorize them.
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These items are now added to all the categories that might be relevant,
including all the existing categories if relevance is completely unknowm.
With this classification scheme, all but not only or only but not all
items oan be retrieved--the first by including items in the doubtful cat-

egory, the second by ignoring items in the doubtful category.

This concept can be expressed more formally., If the correct classifi-
cation of some items is doubtful, a system has two types of complements of
a given set of terms. These complements comprise the inclusive and exclu~
sive ocomplements of sets as shown in Figure 3. The set A is represented

j e (A1) > | € A >{
a b e i <
Certain Doubtful
A . A Ax
c h €
Je— (A¥)% = (A1) 1 —>
| < (Ax)= —>

LEGEND: A = Set under oonsideration
A% = Exclusive complement of A
(Ax%)% = Exclusive complement of A% (all but not only)
A' = Tnclusive complement of A
(A1)t = Inclusive complement of A' (only but not all)
(A#)# = (A')' = Doubtful A

FIGURE 3. Inclusive and Exclusive Complements of Sets

by the mtmélo abed plus an & priori unknown number of documents in

29



e

the rectangle behs. The exclusive complement A% of a set A is defined
as the largest set of‘itm that certainly does not contain any members
of A; A% is represented by tbe rectangle efgh. Then, (A¥)* is the
smallest set of items that certainly contains all the members of A}
namely, the rectangle ashd. The inclusive complement A' is defined as
the smallest set of items that certainly contains all the items that are
not members of A; clearly, this set is the rectangle bfgs. (A!)! is the
largest set that certainly contains only elements of A. Tms (A!)! is
the rectangle abod. Documents of ambiguous or doubtful classification
will be elements of (A#)#, When their proper classification has been
resolved, they become elements of (A!)!,

Define the distance, d, between two sete as the number of elements
in their symmetric difference., That is:
d(A,B) = A-B U B-A (4-27)
This definition has the properties that a good definition of distance
should have, In particular, it satisfies the axioms for distance im a

metric space,

This concept can be applied to the classification scheme Jmt; dis~
cussed, The interpretation of distance in this case is the remoteness
or irrelevance of two topics. There are two distances corresponding to
the two complements, as illustrated by Figure L. The inclusive distance
is the least set of items that certainly includes all items that belong
to one but not both of the sets, This set is represented by the sum of
the rectangles abed, efgh, and jkhe in Figure 4. The exlousive distance
is the largest set of items that certainly belongs to one of the sets
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LEGEND: Inclusive distance between A and B: abcd + efgh + jkhe
Exclusive distance between A and B: abed + efgh
Measure of uncertainty of relevance of A and B: Jjkhe

\

FIGURE L. Inclusive and Exclusive Distance Between Sets

but not both; that is, the rectangles abed plus efgh. Obviously, the
inclusive distance is always greater than or equal to the exoclusive dis-
tance, The difference between the two distances--namely, the rectangle
Jkhc--measures the current uncertainty about the relevance of the two
topics in a particular system, Documents of uncertain classification
are in the set (As)# - (At)', This point is evident in Figure 3.

L.3.3 Method 2 - A second measure of distance between topics is
adapted from Klingbiel (5) and is a modification of the first. This
measure is a normalized version of Equation L-17., Method 1 produces
inordinately large distances for large sets. The purpose of the second
method is to obtain a measure that is more independent of the number
of elements in the set., The modified definition is:

a(A,B) _AUB-ANB

= m -
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4.3.4 Method 3 - The third method is adapted from Mooers (8). |
Information concerning a given topic can be thought of as a conjunction
of applicable descriptors. The closeness of two topics can be measured
by a comparison of weighted descriptors that the two topics have in com-
mon. The descriptors of the system can be identified with an ordered
sequence of binary bits. Each descriptor is represented by a position
in the binary number. If the descriptor is applicable to a certain topiec
A, then a 1 appears in that position, otherwise a 0. Each position is
also assigned a postive weight, vy (zor the :)-131-1 bit), indicating the
importance or degree of relevance of that descriptor to the topic. The
distance d between two topics A and B can then be defined as:

[(Ew,a,)(ov,p,)
a(a,B) = —dl 1 (4-19)
17379
where ";] and b;) are the Jﬂ’ bits of the respective ordered descriptor
numbers, This definition requires that there be at least one deseriptor
common to the two topics. An anomaly of this definition is that it does
not satisfy the axioms of distance in a metric space. In particular, it

is not necessarily the case that d(A,C) < d(4,B) + d(B,C).

4.3.5 Method i - This method, which has been discussed by Watanabe
(10), considers a probabilistic model for the association of terms. It
associates either descriptors or items on the basis of the correlation
among them, The relationship between items and descriptors is presented
in the form of a matrix. In thié matrix each element represents the
assignment or non-assignment of a descriptor to an item, The item=-
desoriptor matrix, T, is then defined as an m by n matrix whose element
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T(xi, yj) of the 12 row and Jﬁ colum is 1 or 0, according to whether

item x, does or does not have descriptor yd.

Consider now a large collection of items, X = (xi), 1 =1,2,,00ym,
with a set of descriptors, Y = (yj), J»1,2,,..,n. The probability that
an arbitrary item has the description bl,bz... ,bn, which is an ordered
sequence of bits representing the applicability of the n desoriptors, is
the ratio of the number of rows with the proper bit pattern to the total
number of rows in the matrix. This probablility is expressed by:

P(by by eeeyb,) = p(Y)
.3 1 8fb,, T(x,y ¥,)] (b2
gl Mgy 9 TP
where § is the Kronecker delta, so that 5(a, b) = 0 if a ¥ b, and 8(a, b) = 1
if a = b,

For the collection of items the uncertainty about the description of
an arbitrarily selected object can be measured by an entropy function, S(Y):
S(Y) = - Zp(Y) log p(Y) (k-21)
where the summation is extended over two valnes, O and 1, for all the b's
corresponding to Y. Similar entropy functions can be defined over subsets

of descriptors, Yu, such that:

S(Yu) = - Ip(Y,)) log p(Yu) (L-22)
vith the summation extending over the two values of all the b's correspond-
ing to Yuo

An information theoretical measure of correlation can be defined for
a set of descriptors Iu with respect to its disjoint subsets !uo bys

-
'
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c(!u; T !uz,...,rm) - U:_:.1 s(rm) - S(Iu) (L-23)

where the YW are disjoint and complete subsets of Yu 8o that any element,
Ty of ¥ " belongs to one and only one of these subsets. The correlation,
C, may be considered as a generalisation of the information function,

The total correlation in Yu, cT(Yu) , can be considered as the redun-
dancy existing in Yu among its elements, yd € Yu. The total correlation

then is;s
c'r(!u) - ; gy S(yj) - S(Yu) ()-2k)
h i
Of course, the total correlation in Y is simply:
(D) = £ 57 - (D) (1-25)

cT(x) is the largest of all possible c(Y; 1,, Yz,...,Ye).

Correlation between two descriptors, Yy and ¥ps can be broken into
two parts, similarity and dissimilarity:

+ - .

C(Tys ¥p) = C(7s 7p) *+ C (s 7) (4-26)

Similarity, C*(yk, 7r) , 18 a measure of the number of times Yy and Y, are
Jjointly assigned or not-assigned to the same item, Dissimilarity,

C™ (¥, yr); is a measure of the number of times y, and y, are oppositely
assigned to the same item. Similarity can then be expressed by:

G, v) = I 80, bbb, b) 108 k2 (.07)
4] y - ! $ ] ——
T b, T T p(e dp(,)

And diss:lmilari_f_.y can be expressed by:



S sos oo I TE) T b oY SOR I D GO OUE T TP S med el beeed

. ‘ p(by, b,,) 8
C (yk, yr) )} 6[bk, l. br]p(bk, br) log m (h-2 )
bk,b r k T
In this description only the correlation between descriptors has been
indicated. If, however, items are considered instead of descriptors, the
correlation, similarity, and dissimilarity of objects may be meagured by

the same formulae.

L.3.6 Utility of Measures - The utility of these measures of associa-
tion, distance, and similarity lies in the fact that they provide an auto-
matic means of relating request descriptors to other descriptors and
relating documents to other documents or information. For example, a
request descriptor could be given and the system would be asked to retrieve
all information under descriptors with a similarity to the given descrip-
tor (in the sense of Method L) greater than some prescribed mumber. Tnis
process can appropriately be called concept retrieval, Note that concept
retrieval can be applied to either content retrieval or document (partial
content) retrieval. This notion of concept must possess a kind of con-
tinuity, namely that a small change in the set of objects under considera-
tion must produce only a small change in the concept, Otherwise, the
definition is clearly not in accord with intuition. The other defini-
tions of distance can be used in a similar fashion to assist in obtaining
relevant descriptors and/or to retrieve information ordered according to

relevance,

The measures outlined here will not be evaluated further in this
report except to state that two types of evaluation are possible. The
first is the theoretical adequacy of a definition and its implications,
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The second 1s the ultimate evaluation test, namely the utility of the

definitions in terms of actual use in retrieving information in an opera-

tional information retrieval system. That is, does the concept in practice

effectively assist in the retrieval of information judged to be relevant

to the request by the requestor?
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5. CONCLUSIONS
Four aspects of the research orientation have been described: system-

| procedure, real-hypothetical, hardware-software, reduction-manipulation.

A theoretical--procedural, hypothetical, softwsre, manipulative-~approach
18 being taken., A preliminary generalized model has been formulated, and
gome of its implications have been considered., One procedural area, the
measurement of relevance, has been formally elaborated, Further work on
the functional characteristice qf a general theory of information retrieval,
the development of the model, and the formal consideration of additional
procedures and techniques is required.
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6. PLANS FOR THE NEXT QUARTER

Activities during the next 'quarter will proceed with the over=-all
goal of developing a theory of information retrieval for use as a tool
in the design of informatign,retriefal systems, .work will include at
least the following three aspects of the development of sﬁch a theory,

(#) A‘a'ta'bemsnt of the necessary or desifable features of a theory
© of information retrieval together with a breakdown of the
essential functional elements of information retrieval and
their interrelationships, |

. (b) Continue development of an information retrieval model based
upon Item (a) and the models described in this report, This
work will use and relate the results of Item (c).

(¢) Continue work on functional elements of the model and teche
niqueé that are applicable to the effective performance of
these essential functions (e.g., measures of relevance as
applied to descriptor assignment),

These three aspects of the wofk are actually levels of detail, The
first provides a gcreral statement of the objectives of the research,
defines essential areas of effort, and provides puidelines and defini’
tions for use in the development of the theo.;. The second level of
effort develops and defines the essential features of the theory to the
point where a representative model is meaningful. It will isolate inde-
pendent functions and establish relations between functions that are not
independent. The third level develops detailed techniques, procedures, '
and methodology useful for the design of an effective infoﬁation

retrieval system,

39



[are——"—

& cwesnrd
N

B B B bt e beed by D GO W e bewnd  beand boaed el e b d

T. IDENTIFICATION OF PERSONNEL
=, . 7.1 . PERSONNEL ASSIGNMENTS

- < The following personnel were asaigned to the project during the
period covered by this report:

_ Name Title Man-Hours
- Jacques Harlow . - -Manager o . 50
Quentin A, Darmstadt Research Specialist - 300
George Greenberg Senior Specialist ‘ 350
Alfred Trachtenberg Senior Program Analyst , 550

7.2 BACKGROUND OF PERSONNEL

7.2.1 Jacques Harlow = AB, Philosophy, Dartmouth College, 1950;

PhD candidate, statistics and economics, New York University, 1963.
Manager of basic and applied research activities oriented to néw uses
of electronic digital computers, Activities include problem-oriented
languages, man-machine commnication, models of artificial intelligence,

adaptive control processes, and linguistic analysis.

7.2.2 Alfred Trachtenberg - BS, Electrical Engineering, Columbia

University, 1956; MS, Electrical Engineering, Columbia, 1958; Degree
in Flectrical Engineering, Columbia, 1962, Activities center on the
development of a model of learning that is applicable to non-biological
systems. Previous experience includes the analysis, evaluation, and
design of complex radar, control, and defense systems.

7.2.3 Quentin A, Darmstadt - AB, Mathematics, Oberlin College, 19503

advanced studies in mathematics and mathematical logic, Harvard University,



and Nev York University. Aotivities center upon developing logical avuu
mathematical proofs leading to the formulation of algorithms for solving
problems on electronic digital computers. Experience includes operational
analysis and evaiuation of systems,

7.2.4 George Greenberg - BA, Psychology, Brooklyn College, 19553

PuD, Psychology, Duke University, 1960, Activities include psychological
research in learning, psycho-linguistics, and perception. Previous
experience includes the organimation of research into the automation of
command languages.
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